
ALGORITHMIC 
BIAS

Machines learn and reproduce the biases of the 
people who train them. 
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Presenter
Presentation Notes
At an ASME meeting, an expert in the AI and machine learning space, Curt Lefebvre said, “AI is being waved as a magic wand for all problems.” Diversity is one of the things people have been trying to “fix” with AI. There are some real possibilities there, but we need to be careful.

We often turn to AI or algorithms as a method of eliminating human bias, but it is important to remember that algorithms have biases too. 

These could be biases built in (quite possibly unintentionally) by the humans who program the algorithms. For instance, decisions about sensitivity versus specificity in predictive tools can reflect the bias of the person or people making these decisions. 

Another way that bias gets built into AI is when widespread societal biases are reflected and reproduced by the datasets used to program machine learning.  

To minimize these biases, we need transparency and inclusion to be prioritized in the development and programming of AI and algorithms.

For more information: https://www.vox.com/recode/2020/2/18/21121286/algorithms-bias-discrimination-facial-recognition-transparency 
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